
Methods:

•Vmax

•Max Likelihood


!
Observations of LF:


•Shape of LF

•Field LF

•LF in Groups and Clusters


Galaxy Luminosity Function



Luminosity Function

• Φ(M)dM is the number of galaxies per unit volume with absolute 
magnitudes in the range (M,M+dM)


• Φ(L)dL is the number of galaxies per unit volume with luminosities in 
the range (L,L+dL)


• ∫Φ(M)dM = n, where n is the number-density of all galaxies



Vmax method

• Find the largest distance at which a galaxy with observed abs magnitude Mi 
can be found in order to have apparent magnitude equal to the limit of the 
sample mlim


• Volume of the sample corresponding the distance is Vmax. This is the volume 
available for the  galaxy. The galaxy could have been anywhere inside the 
volume. 


• Select all galaxies with abs magnitudes in the range (M,M+dM). An estimate 
of the luminosity function is


• Φ(M)dM = ∑[1/Vmax(i)]



Parametric maximum-likelihood method of Sandage, Tammann, Yahil(1979)
 Consider a galaxy i observed at redshift zi in a flux-limited sample. Apparent magnitude limits 
for the sample are  mmin  and mmax. The differential luminosity function of the sample is ϕ(M), 
where M is the absolute magnitude. The probability for  a galaxy at redshift zi  to be in the 
sample is pi:

The likelihood function      for having a sample of N galaxies with abs.magnitudes Mi is the 
product of probabilities pi:

It is more convenient to deal with the ln of the function:

Assume a parametric form for Φ(M) = Φ(M;p1,p2,...). Maximize      with respect to those 
parameters. In practice, we use the Schechter function, which has three free 
parameters.        



maximum-likelihood method

Errors for parameters can be found by constructing  contours around the 
maximum of likelihood function. Here        is the change in the   
appropriate for desired confidence level.       has two degrees of 
freedom.



rather than top-hat basis functions. In addition, rather than
maximizing the likelihood of absolute magnitude given
redshift, it maximizes the joint likelihood of absolute magni-
tude and redshift. This choice makes our estimates more
sensitive to large-scale structure in the sample and more
sensitive to evolution.

Our model for the luminosity-redshift function is
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X

k

!k
1ffiffiffiffiffiffiffiffiffiffiffiffi
2!"2

M

q

% exp $ 1

2

M $Mk þ ðz$ z0ÞQ½ (2

"2
M

( )

; ð5Þ

where theMk are fixed to be equally spaced in absolute mag-
nitude and represent the centers of Gaussians of width "M.
Here!k are adjustable parameters signifying the amplitudes
of the Gaussians.

Following Lin et al. (1999), Q represents the evolution in
luminosity, in units of magnitude per unit redshift; Q > 0
indicates that galaxies were more luminous in the past. P
quantifies the change in the number density with redshift;
we choose this particular parameterization (again following
Lin et al. 1999) such that P represents the contribution of
number density evolution to the evolution in the luminosity
density in units of magnitudes. P can be interpreted as due
to either true evolution in the number density or very large
scale structure. Given the size of our data set and its relative
shallowness, we cannot distinguish between these possibil-
ities; when necessary to, we will interpret P only as large-
scale structure. In any case, our main interest in this paper is
the luminosity density at z ¼ 0:1, not its evolution, and the
luminosity density is insensitive to reasonable values of P.
Here z0 is the zero-point redshift, with respect to which we
measure the evolution; for this sample, we choose z0 ¼ 0:1,
the median redshift, since it is at that redshift that we can
observe galaxies in the luminosity range around M*, which
contributes the most to the luminosity density.

In principle, we can include large-scale structure in the
radial direction, #(z), explicitly in the model, with the con-
straint that it have a reasonable power spectrum (since the
power in the density field is constrained mostly by modes
that are not purely radial). However, we have decided not to
do so here because it is not necessary for our goals.

As described in M. R. Blanton (2003, in preparation), we
fit model parameters by maximizing the likelihood of the
model parameters given the data:
Y

i

pðQ;P; ln!kjMi; ziÞ

¼
Y

i

pðMi; zijQ;P; ln!kÞpðQ;P; ln!kÞ
pðMi; ziÞ

: ð6Þ

We assume a uniform prior distribution of ln!k, Q, and P
(thus guaranteeing that !k is positive). Because pðMi; ziÞ
obviously does not depend on the model parameters, the
problem reduces to minimizing

E ¼ $2
X

i

log pðMi; zijQ;P; ln!kÞ : ð7Þ

We construct the likelihood pðMi; zijQ;P; ln!kÞ of each
galaxy i by convolving the luminosity function with a
Gaussian of width Dm (the estimated apparent magnitude

uncertainty defined above) and constraining the galaxies to
satisfy the flux limits of the survey:

pðM; zjQ;P; ln!kÞ

¼
!ðM; zÞ ) GðDmÞ if mmin < M þDMðzÞ þ KðzÞ
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0 otherwise :
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The number of parameters required for this fit (50–100) is
small enough that standard function minimizers can handle
the task in a reasonable amount of time (1 hr) on modern
workstations (in our case, a 2 GHz Pentium IV machine),
for a sample of*105 objects. In the fit, we constrain the inte-
gral of !ðM; z ¼ 0:1Þ to be unity over our range of absolute
magnitude (as listed in Table 1 for each band).

The overall normalization "nn cannot be determined from
this likelihood maximization procedure. We use the
standard minimum variance estimator of Davis & Huchra
(1982) to perform the normalization:

"nn ¼
PNgals

j¼1 wðzjÞR
dV $ðzÞwðzÞ

; ð9Þ

where the integral is over the volume covered by the survey
between the minimum and maximum redshifts used for our
estimate. The weight for each galaxy is

wðzÞ ¼ ft
1þ "nn100:4Pðz$z0ÞJ3$ðzÞ

; ð10Þ

and the selection function is

$ðzÞ ¼
R LmaxðzÞ
LminðzÞ dL!ðL; zÞ
R Lmax

Lmin
dL!ðL; zÞ

; ð11Þ

where ft is the galaxy sampling rate determined at each
position of sky as the fraction of targets in each sector that
were successfully assigned a classification. The integral of
the correlation function is

J3 ¼
Z 1

0
dr r2%ðrÞ ¼ 10; 000 h$3 Mpc3 : ð12Þ

Clearly, because "nn appears in the weight w(z), it must be
determined iteratively, which we do using the simple
estimator "nn ¼ ð1=VÞ

P
1=$ðzjÞ as an initial guess.

To determine the uncertainties in our fit, we use 30 jack-
knife resamplings of the data. In each sampling, we omit
1/30 of the effective area of sky (meaning the area weighted
by the sampling rate ft). Each omitted area is a nearly con-
tiguous set of sectors. This jackknife resampling procedure
thus includes, to the extent possible, the uncertainties due to
large-scale structure and calibration errors across the
survey. Effectively, it includes the effects of errors that are
correlated with angular position on the largest scales.
Taking the results of all 30 fits to the data, we calculate the
covariance between all of our measured parameters using
the standard formula
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rather than top-hat basis functions. In addition, rather than
maximizing the likelihood of absolute magnitude given
redshift, it maximizes the joint likelihood of absolute magni-
tude and redshift. This choice makes our estimates more
sensitive to large-scale structure in the sample and more
sensitive to evolution.

Our model for the luminosity-redshift function is
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where theMk are fixed to be equally spaced in absolute mag-
nitude and represent the centers of Gaussians of width "M.
Here!k are adjustable parameters signifying the amplitudes
of the Gaussians.

Following Lin et al. (1999), Q represents the evolution in
luminosity, in units of magnitude per unit redshift; Q > 0
indicates that galaxies were more luminous in the past. P
quantifies the change in the number density with redshift;
we choose this particular parameterization (again following
Lin et al. 1999) such that P represents the contribution of
number density evolution to the evolution in the luminosity
density in units of magnitudes. P can be interpreted as due
to either true evolution in the number density or very large
scale structure. Given the size of our data set and its relative
shallowness, we cannot distinguish between these possibil-
ities; when necessary to, we will interpret P only as large-
scale structure. In any case, our main interest in this paper is
the luminosity density at z ¼ 0:1, not its evolution, and the
luminosity density is insensitive to reasonable values of P.
Here z0 is the zero-point redshift, with respect to which we
measure the evolution; for this sample, we choose z0 ¼ 0:1,
the median redshift, since it is at that redshift that we can
observe galaxies in the luminosity range around M*, which
contributes the most to the luminosity density.

In principle, we can include large-scale structure in the
radial direction, #(z), explicitly in the model, with the con-
straint that it have a reasonable power spectrum (since the
power in the density field is constrained mostly by modes
that are not purely radial). However, we have decided not to
do so here because it is not necessary for our goals.

As described in M. R. Blanton (2003, in preparation), we
fit model parameters by maximizing the likelihood of the
model parameters given the data:
Y
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pðQ;P; ln!kjMi; ziÞ

¼
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We assume a uniform prior distribution of ln!k, Q, and P
(thus guaranteeing that !k is positive). Because pðMi; ziÞ
obviously does not depend on the model parameters, the
problem reduces to minimizing

E ¼ $2
X
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log pðMi; zijQ;P; ln!kÞ : ð7Þ

We construct the likelihood pðMi; zijQ;P; ln!kÞ of each
galaxy i by convolving the luminosity function with a
Gaussian of width Dm (the estimated apparent magnitude

uncertainty defined above) and constraining the galaxies to
satisfy the flux limits of the survey:
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The number of parameters required for this fit (50–100) is
small enough that standard function minimizers can handle
the task in a reasonable amount of time (1 hr) on modern
workstations (in our case, a 2 GHz Pentium IV machine),
for a sample of*105 objects. In the fit, we constrain the inte-
gral of !ðM; z ¼ 0:1Þ to be unity over our range of absolute
magnitude (as listed in Table 1 for each band).

The overall normalization "nn cannot be determined from
this likelihood maximization procedure. We use the
standard minimum variance estimator of Davis & Huchra
(1982) to perform the normalization:

"nn ¼
PNgals

j¼1 wðzjÞR
dV $ðzÞwðzÞ

; ð9Þ

where the integral is over the volume covered by the survey
between the minimum and maximum redshifts used for our
estimate. The weight for each galaxy is

wðzÞ ¼ ft
1þ "nn100:4Pðz$z0ÞJ3$ðzÞ

; ð10Þ

and the selection function is

$ðzÞ ¼
R LmaxðzÞ
LminðzÞ dL!ðL; zÞ
R Lmax

Lmin
dL!ðL; zÞ

; ð11Þ

where ft is the galaxy sampling rate determined at each
position of sky as the fraction of targets in each sector that
were successfully assigned a classification. The integral of
the correlation function is

J3 ¼
Z 1

0
dr r2%ðrÞ ¼ 10; 000 h$3 Mpc3 : ð12Þ

Clearly, because "nn appears in the weight w(z), it must be
determined iteratively, which we do using the simple
estimator "nn ¼ ð1=VÞ

P
1=$ðzjÞ as an initial guess.

To determine the uncertainties in our fit, we use 30 jack-
knife resamplings of the data. In each sampling, we omit
1/30 of the effective area of sky (meaning the area weighted
by the sampling rate ft). Each omitted area is a nearly con-
tiguous set of sectors. This jackknife resampling procedure
thus includes, to the extent possible, the uncertainties due to
large-scale structure and calibration errors across the
survey. Effectively, it includes the effects of errors that are
correlated with angular position on the largest scales.
Taking the results of all 30 fits to the data, we calculate the
covariance between all of our measured parameters using
the standard formula
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rather than top-hat basis functions. In addition, rather than
maximizing the likelihood of absolute magnitude given
redshift, it maximizes the joint likelihood of absolute magni-
tude and redshift. This choice makes our estimates more
sensitive to large-scale structure in the sample and more
sensitive to evolution.

Our model for the luminosity-redshift function is
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where theMk are fixed to be equally spaced in absolute mag-
nitude and represent the centers of Gaussians of width "M.
Here!k are adjustable parameters signifying the amplitudes
of the Gaussians.

Following Lin et al. (1999), Q represents the evolution in
luminosity, in units of magnitude per unit redshift; Q > 0
indicates that galaxies were more luminous in the past. P
quantifies the change in the number density with redshift;
we choose this particular parameterization (again following
Lin et al. 1999) such that P represents the contribution of
number density evolution to the evolution in the luminosity
density in units of magnitudes. P can be interpreted as due
to either true evolution in the number density or very large
scale structure. Given the size of our data set and its relative
shallowness, we cannot distinguish between these possibil-
ities; when necessary to, we will interpret P only as large-
scale structure. In any case, our main interest in this paper is
the luminosity density at z ¼ 0:1, not its evolution, and the
luminosity density is insensitive to reasonable values of P.
Here z0 is the zero-point redshift, with respect to which we
measure the evolution; for this sample, we choose z0 ¼ 0:1,
the median redshift, since it is at that redshift that we can
observe galaxies in the luminosity range around M*, which
contributes the most to the luminosity density.

In principle, we can include large-scale structure in the
radial direction, #(z), explicitly in the model, with the con-
straint that it have a reasonable power spectrum (since the
power in the density field is constrained mostly by modes
that are not purely radial). However, we have decided not to
do so here because it is not necessary for our goals.

As described in M. R. Blanton (2003, in preparation), we
fit model parameters by maximizing the likelihood of the
model parameters given the data:
Y
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pðQ;P; ln!kjMi; ziÞ
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We assume a uniform prior distribution of ln!k, Q, and P
(thus guaranteeing that !k is positive). Because pðMi; ziÞ
obviously does not depend on the model parameters, the
problem reduces to minimizing

E ¼ $2
X
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log pðMi; zijQ;P; ln!kÞ : ð7Þ

We construct the likelihood pðMi; zijQ;P; ln!kÞ of each
galaxy i by convolving the luminosity function with a
Gaussian of width Dm (the estimated apparent magnitude

uncertainty defined above) and constraining the galaxies to
satisfy the flux limits of the survey:
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The number of parameters required for this fit (50–100) is
small enough that standard function minimizers can handle
the task in a reasonable amount of time (1 hr) on modern
workstations (in our case, a 2 GHz Pentium IV machine),
for a sample of*105 objects. In the fit, we constrain the inte-
gral of !ðM; z ¼ 0:1Þ to be unity over our range of absolute
magnitude (as listed in Table 1 for each band).

The overall normalization "nn cannot be determined from
this likelihood maximization procedure. We use the
standard minimum variance estimator of Davis & Huchra
(1982) to perform the normalization:

"nn ¼
PNgals

j¼1 wðzjÞR
dV $ðzÞwðzÞ

; ð9Þ

where the integral is over the volume covered by the survey
between the minimum and maximum redshifts used for our
estimate. The weight for each galaxy is

wðzÞ ¼ ft
1þ "nn100:4Pðz$z0ÞJ3$ðzÞ

; ð10Þ

and the selection function is

$ðzÞ ¼
R LmaxðzÞ
LminðzÞ dL!ðL; zÞ
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where ft is the galaxy sampling rate determined at each
position of sky as the fraction of targets in each sector that
were successfully assigned a classification. The integral of
the correlation function is

J3 ¼
Z 1

0
dr r2%ðrÞ ¼ 10; 000 h$3 Mpc3 : ð12Þ

Clearly, because "nn appears in the weight w(z), it must be
determined iteratively, which we do using the simple
estimator "nn ¼ ð1=VÞ

P
1=$ðzjÞ as an initial guess.

To determine the uncertainties in our fit, we use 30 jack-
knife resamplings of the data. In each sampling, we omit
1/30 of the effective area of sky (meaning the area weighted
by the sampling rate ft). Each omitted area is a nearly con-
tiguous set of sectors. This jackknife resampling procedure
thus includes, to the extent possible, the uncertainties due to
large-scale structure and calibration errors across the
survey. Effectively, it includes the effects of errors that are
correlated with angular position on the largest scales.
Taking the results of all 30 fits to the data, we calculate the
covariance between all of our measured parameters using
the standard formula
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rather than top-hat basis functions. In addition, rather than
maximizing the likelihood of absolute magnitude given
redshift, it maximizes the joint likelihood of absolute magni-
tude and redshift. This choice makes our estimates more
sensitive to large-scale structure in the sample and more
sensitive to evolution.

Our model for the luminosity-redshift function is
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where theMk are fixed to be equally spaced in absolute mag-
nitude and represent the centers of Gaussians of width "M.
Here!k are adjustable parameters signifying the amplitudes
of the Gaussians.

Following Lin et al. (1999), Q represents the evolution in
luminosity, in units of magnitude per unit redshift; Q > 0
indicates that galaxies were more luminous in the past. P
quantifies the change in the number density with redshift;
we choose this particular parameterization (again following
Lin et al. 1999) such that P represents the contribution of
number density evolution to the evolution in the luminosity
density in units of magnitudes. P can be interpreted as due
to either true evolution in the number density or very large
scale structure. Given the size of our data set and its relative
shallowness, we cannot distinguish between these possibil-
ities; when necessary to, we will interpret P only as large-
scale structure. In any case, our main interest in this paper is
the luminosity density at z ¼ 0:1, not its evolution, and the
luminosity density is insensitive to reasonable values of P.
Here z0 is the zero-point redshift, with respect to which we
measure the evolution; for this sample, we choose z0 ¼ 0:1,
the median redshift, since it is at that redshift that we can
observe galaxies in the luminosity range around M*, which
contributes the most to the luminosity density.

In principle, we can include large-scale structure in the
radial direction, #(z), explicitly in the model, with the con-
straint that it have a reasonable power spectrum (since the
power in the density field is constrained mostly by modes
that are not purely radial). However, we have decided not to
do so here because it is not necessary for our goals.

As described in M. R. Blanton (2003, in preparation), we
fit model parameters by maximizing the likelihood of the
model parameters given the data:
Y
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pðQ;P; ln!kjMi; ziÞ
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We assume a uniform prior distribution of ln!k, Q, and P
(thus guaranteeing that !k is positive). Because pðMi; ziÞ
obviously does not depend on the model parameters, the
problem reduces to minimizing

E ¼ $2
X
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log pðMi; zijQ;P; ln!kÞ : ð7Þ

We construct the likelihood pðMi; zijQ;P; ln!kÞ of each
galaxy i by convolving the luminosity function with a
Gaussian of width Dm (the estimated apparent magnitude

uncertainty defined above) and constraining the galaxies to
satisfy the flux limits of the survey:
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The number of parameters required for this fit (50–100) is
small enough that standard function minimizers can handle
the task in a reasonable amount of time (1 hr) on modern
workstations (in our case, a 2 GHz Pentium IV machine),
for a sample of*105 objects. In the fit, we constrain the inte-
gral of !ðM; z ¼ 0:1Þ to be unity over our range of absolute
magnitude (as listed in Table 1 for each band).

The overall normalization "nn cannot be determined from
this likelihood maximization procedure. We use the
standard minimum variance estimator of Davis & Huchra
(1982) to perform the normalization:

"nn ¼
PNgals

j¼1 wðzjÞR
dV $ðzÞwðzÞ

; ð9Þ

where the integral is over the volume covered by the survey
between the minimum and maximum redshifts used for our
estimate. The weight for each galaxy is

wðzÞ ¼ ft
1þ "nn100:4Pðz$z0ÞJ3$ðzÞ

; ð10Þ

and the selection function is

$ðzÞ ¼
R LmaxðzÞ
LminðzÞ dL!ðL; zÞ
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where ft is the galaxy sampling rate determined at each
position of sky as the fraction of targets in each sector that
were successfully assigned a classification. The integral of
the correlation function is

J3 ¼
Z 1

0
dr r2%ðrÞ ¼ 10; 000 h$3 Mpc3 : ð12Þ

Clearly, because "nn appears in the weight w(z), it must be
determined iteratively, which we do using the simple
estimator "nn ¼ ð1=VÞ

P
1=$ðzjÞ as an initial guess.

To determine the uncertainties in our fit, we use 30 jack-
knife resamplings of the data. In each sampling, we omit
1/30 of the effective area of sky (meaning the area weighted
by the sampling rate ft). Each omitted area is a nearly con-
tiguous set of sectors. This jackknife resampling procedure
thus includes, to the extent possible, the uncertainties due to
large-scale structure and calibration errors across the
survey. Effectively, it includes the effects of errors that are
correlated with angular position on the largest scales.
Taking the results of all 30 fits to the data, we calculate the
covariance between all of our measured parameters using
the standard formula
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Normalization



The Schechter luminosity function !

 !

A convenient approximation to the luminosity function was suggested by Paul Schechter in 
1976.!!
In this expression: !

• ϕ* is a normalization factor which defines the overall  density of galaxies (number per 
cubic Mpc) !

• L* is a characteristic galaxy luminosity. An L* galaxy is a bright galaxy, roughly 
comparable in luminosity  to the Milky Way. A galaxy with L < 0.1 L* is a dwarf. !
•  α defines the `faint-end slope’ of the luminosity  function. a is typically negative, 

implying large  numbers of galaxies with low luminosities. 



Schechter Function



SDSS camera response performed by Mamoru Doi, which
James Gunn combined with estimates of the atmospheric
extinction as a function of wavelength at 1.3 air masses (to
which all SDSS observations are calibrated) and the
primary and secondary mirror reflectivities. Projecting the
solar model of Kurucz (1991) onto these bandpasses (shifted
to z ¼ 0:1) yields the absolute solar ABmagnitudes:

M";0:1u ¼ 6:80 ; M";0:1g ¼ 5:45 ; M";0:1r ¼ 4:76 ;

M";0:1i ¼ 4:58 ; M";0:1z ¼ 4:51 : ð14Þ

The luminosity densities expressed in ergs s%1 Å%1 are calcu-
lated from the AB magnitudes as follows. First, we use the
equation that relates an AB magnitude to the effective flux
density at the effective wavelength,

f! ¼ 3:631& 10%20 ergs cm%2 s%1 Hz%1
! " c

!2
eff

10%0:4m ;

ð15Þ

to convert the absolute magnitudes in an h%3 Mpc3 to the
flux density that would be observed if an average h%3 Mpc3

of the universe were compressed to a point source and
placed 10 pc distant from the observer. Second, we multiply
this value by 4"(10 pc)2 to obtain the average luminosity per
unit wavelength at the effective wavelength in an h%3 Mpc3.
The ‘‘ effective wavelength ’’ of a passband with a quantum
efficiencyR(!) is defined:

!eff ¼ exp

R
dðln!ÞRð!Þ ln!R
dðln!ÞRð!Þ

# $
; ð16Þ

following Fukugita et al. (1996) and Schneider, Gunn, &
Hoessel (1983). The effective flux density defined above is
that which an AB standard source [f!ð!Þ / !%2] of magni-
tude m in passband R would have at the effective wave-
length. Both of these quantities are obviously only nominal
since, in any case, the average spectrum of galaxies is
nothing like an AB standard source, but it does give a sense
of the physical flux associated with amagnitude.We also list

fnp, the fraction of the integrated luminosity density of the
Schechter luminosity function included in the non-
parametric estimate of the luminosity density. Results for
the cosmologies (!m ¼ 0:3, !" ¼ 0:0) and (!m ¼ 1:0,
!" ¼ 0:0) are also listed.

It is worth asking how well this model reproduces
the number counts of galaxies as a function of redshift
and absolute magnitude. Figure 7 shows the redshift

TABLE 3

Luminosity Density and Evolution Parameters

!0 !" Band
!eff
(Å)

j þ 2:5 log10 h
(mag inMpc3)

j
(&108 h L"Mpc%3)

j
(&1037 h ergs cm%2Mpc%3) Q P fnp

0.3....... 0.7 0.1u 3216 %14.10( 0.15 2.29( 0.32 5.48( 0.75 4.22( 0.88 3.20( 3.31 0.90
0.1g 4240 %15.18( 0.03 1.78( 0.05 8.54( 0.26 2.04( 0.51 0.32( 1.70 0.97
0.1r 5595 %15.90( 0.03 1.84( 0.04 9.57( 0.22 1.62( 0.30 0.18( 0.57 1.00
0.1i 6792 %16.24( 0.03 2.12( 0.05 8.82( 0.21 1.61( 0.43 0.58( 1.06 0.99
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0.1z 8111 %16.67( 0.03 2.98( 0.08 9.24( 0.24 %0.29( 0.29 4.44( 0.79 1.01

Note.—Variable fnp is the fraction of the luminosity density contributed by the nonparametric fit; in principle, fnp can be greater than unity. The
uncertainties are correlated; see Tables 4–8 for the correlation matrix of the uncertainties. See Table 9 for the correlation matrix of the luminosity densities
and the luminosity evolution parameters of all the bands.

Fig. 7.—Redshift distribution of the 0.1r-band sample, for each quartile
(weighted by number) in absolute magnitude. The thick line represents the
data; the thin line is a Monte Carlo representation of the model, including
the selection effects in the survey. In this figure and in Figs. 8–12, the model
is a decent representation of the data, but not a perfect one; much of the
difference is likely to be due to large-scale structure, but it is possible that
further complications of our evolution model or our error model might be
necessary to fully reproduce the data.
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Selection function for SDSS (Blanton et al 2003)

SDSS camera response performed by Mamoru Doi, which
James Gunn combined with estimates of the atmospheric
extinction as a function of wavelength at 1.3 air masses (to
which all SDSS observations are calibrated) and the
primary and secondary mirror reflectivities. Projecting the
solar model of Kurucz (1991) onto these bandpasses (shifted
to z ¼ 0:1) yields the absolute solar ABmagnitudes:

M";0:1u ¼ 6:80 ; M";0:1g ¼ 5:45 ; M";0:1r ¼ 4:76 ;

M";0:1i ¼ 4:58 ; M";0:1z ¼ 4:51 : ð14Þ

The luminosity densities expressed in ergs s%1 Å%1 are calcu-
lated from the AB magnitudes as follows. First, we use the
equation that relates an AB magnitude to the effective flux
density at the effective wavelength,

f! ¼ 3:631& 10%20 ergs cm%2 s%1 Hz%1
! " c

!2
eff

10%0:4m ;

ð15Þ

to convert the absolute magnitudes in an h%3 Mpc3 to the
flux density that would be observed if an average h%3 Mpc3

of the universe were compressed to a point source and
placed 10 pc distant from the observer. Second, we multiply
this value by 4"(10 pc)2 to obtain the average luminosity per
unit wavelength at the effective wavelength in an h%3 Mpc3.
The ‘‘ effective wavelength ’’ of a passband with a quantum
efficiencyR(!) is defined:

!eff ¼ exp

R
dðln!ÞRð!Þ ln!R
dðln!ÞRð!Þ

# $
; ð16Þ
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Fig. 7.—Redshift distribution of the 0.1r-band sample, for each quartile
(weighted by number) in absolute magnitude. The thick line represents the
data; the thin line is a Monte Carlo representation of the model, including
the selection effects in the survey. In this figure and in Figs. 8–12, the model
is a decent representation of the data, but not a perfect one; much of the
difference is likely to be due to large-scale structure, but it is possible that
further complications of our evolution model or our error model might be
necessary to fully reproduce the data.
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our best fit using other methods above. This result demon-
strates unequivocally that simply allowing the degree of
freedom of evolution results in a much flatter faint-end
slope and a lower estimated luminosity density.

Why does ignoring evolution in the luminosity function
model cause such a large bias in the estimate of the luminos-
ity density? The answer appears to be that it causes the
expected number of objects at high redshift to be inaccurate.
If galaxies in fact are more luminous in the past, a non-
evolving model tends to yield lower number counts at high
redshift, at a given normalization. Since the normalization
procedure of Davis & Huchra (1982) weights according to
volume and thus accords higher weight at higher redshift, in
this case a nonevolving model would result in an overesti-
mate of galaxies at low redshift. As a result of bad luck, the
systematics comparison of Figure 8 in that paper, which
compared the normalizations of the luminosity function at
high and low redshift, happened not to reveal this effect, pre-
sumably because of the large supercluster at z ! 0:08 in
those data (and still distinctly visible in Fig. 7 in this, much
larger, data set!). Figures 7–12 in the present paper show
decisively that our current model explains the redshift
counts very well.

So how does this affect our comparisons to other surveys?
For the LCRS, whose method of fitting the luminosity func-
tion and its normalization was identical to that of Blanton
et al. (2001), the original comparison remains the fair one.
That is, even though our estimate of the luminosity density
is now only 0.2 mag more luminous than that of Lin et al.
(1996), this is only an accident, resulting from a combina-

tion of two effects in the LCRS: using bright isophotal
magnitudes, which lowers the luminosity density estimate,
and ignoring (as Blanton et al. 2001 also did) evolution,
which raises the luminosity density estimate.

For the Two Micron All Sky Survey (2MASS), the
change in our result makes the SDSS more compatible with
the results of Cole et al. (2001) and Kochanek et al. (2001).
However, it is more difficult to directly compare these sur-
veys, since the SDSS bands and 2MASS bands do not over-
lap. As a step to a more direct comparison, we have
matched 2MASS Extended Source Galaxies to SDSS
counterparts and calculated the i-band luminosity density–
weighted colors to be18

0:1i " 0:0J # 1:57 ;
0:1i " 0:0Ks # 2:52 ; ð18Þ

accounting for K-corrections, evolution (adopting Q ¼ 1
for J and Ks), and galactic reddening. We use the i band
because we trust it more than the z band). Comparing our
luminosity densities to those of Cole et al. (2001) or Bell et
al. (2003) (correcting theirs to z ¼ 0:1 usingQ ¼ 1), we find

0:1iðSDSSÞ " 0:0Jð2MASSÞ # 1:22 ;
0:1iðSDSSÞ " 0:0Ksð2MASSÞ # 2:34 : ð19Þ

Thus, in the optical and infrared colors there is a discrep-
ancy between the luminosity density–weighted colors of
matched galaxies and the color of the luminosity density.
The sense is that the luminosity density is somewhat bluer
than the average galaxy, by 0.35 in 0.1i"0.0J and 0.18 in
0.1i"0.0Ks (this problem is about 0.1 mag worse using the
SDSS z band rather than the SDSS i band). In the Ks band,
the problem is lessened if one uses the results of Kochanek
et al. (2001). The discrepancy cannot be accounted for by
magnitude measurement errors; however, it might be
accounted for by surface brightness incompleteness in
2MASS, as suggested by Bell et al. (2003).

For the 2dFGRS, Norberg et al. (2002) report a luminos-
ity density of jbj ¼ "15:35 absolute magnitudes at z ¼ 0
(integrating the Schechter function for the !0 ¼ 0:3,
!" ¼ 0:7 cosmology in the first line of their Table 2 over all
luminosities). This result is based on extrapolating to z ¼ 0
the luminosities of galaxies whose typical redshifts are
z ¼ 0:05 0:2, using assumptions about the luminosity evo-
lution. Figure 8 of Norberg et al. (2002), which shows the
mean K-correction and evolution correction used in their
analysis, shows that their evolution correction corresponds
closely toQ ¼ 1. Since we find a somewhat different value of
Q ! 2 at these wavelengths and both surveys have similar
median redshifts, the fair comparison of the luminosity den-
sities involves evaluating the luminosity density at around
z ¼ 0:1. For this reason, we evolution-correct their results
back to z ¼ 0:1 by applying Dm ¼ "0:1Q ¼ "0:1. Thus, for
2dFGRS jbj ðz ¼ 0:1Þ ¼ "15:45' 0:1, within 1 ! of our
result in Table 10. Note that if we instead compare our
z ¼ 0 value of the bj luminosity density to theirs, the discrep-
ancy is about 0.2 mag. However, in either comparison the
differences between the SDSS and 2dFGRS luminosity
densities are rather small.

18 The SDSSmagnitudes are AB, while the 2MASSmagnitudes are Vega
relative.

Fig. 15.—Best-fit Schechter function of Blanton et al. (2001), based on
the sample of !10,000 galaxies in sample5 (solid line), and a fit using the
same method to the current sample of !150,000 galaxies in sample10
(dotted line). These two results are in remarkable agreement, showing that
the differences between our results and those of Blanton et al. (2001) are not
due to cosmic variance. The dashed line shows a Schechter fit to the current
sample allowing for luminosity evolution (finding a best fit of Q ¼ 2:06).
When evolution is allowed for, the faint-end slope becomes shallower and
the overall luminosity density decreases. [See the electronic edition of the
Journal for a color version of this figure.]
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our best fit using other methods above. This result demon-
strates unequivocally that simply allowing the degree of
freedom of evolution results in a much flatter faint-end
slope and a lower estimated luminosity density.

Why does ignoring evolution in the luminosity function
model cause such a large bias in the estimate of the luminos-
ity density? The answer appears to be that it causes the
expected number of objects at high redshift to be inaccurate.
If galaxies in fact are more luminous in the past, a non-
evolving model tends to yield lower number counts at high
redshift, at a given normalization. Since the normalization
procedure of Davis & Huchra (1982) weights according to
volume and thus accords higher weight at higher redshift, in
this case a nonevolving model would result in an overesti-
mate of galaxies at low redshift. As a result of bad luck, the
systematics comparison of Figure 8 in that paper, which
compared the normalizations of the luminosity function at
high and low redshift, happened not to reveal this effect, pre-
sumably because of the large supercluster at z ! 0:08 in
those data (and still distinctly visible in Fig. 7 in this, much
larger, data set!). Figures 7–12 in the present paper show
decisively that our current model explains the redshift
counts very well.

So how does this affect our comparisons to other surveys?
For the LCRS, whose method of fitting the luminosity func-
tion and its normalization was identical to that of Blanton
et al. (2001), the original comparison remains the fair one.
That is, even though our estimate of the luminosity density
is now only 0.2 mag more luminous than that of Lin et al.
(1996), this is only an accident, resulting from a combina-

tion of two effects in the LCRS: using bright isophotal
magnitudes, which lowers the luminosity density estimate,
and ignoring (as Blanton et al. 2001 also did) evolution,
which raises the luminosity density estimate.

For the Two Micron All Sky Survey (2MASS), the
change in our result makes the SDSS more compatible with
the results of Cole et al. (2001) and Kochanek et al. (2001).
However, it is more difficult to directly compare these sur-
veys, since the SDSS bands and 2MASS bands do not over-
lap. As a step to a more direct comparison, we have
matched 2MASS Extended Source Galaxies to SDSS
counterparts and calculated the i-band luminosity density–
weighted colors to be18

0:1i " 0:0J # 1:57 ;
0:1i " 0:0Ks # 2:52 ; ð18Þ

accounting for K-corrections, evolution (adopting Q ¼ 1
for J and Ks), and galactic reddening. We use the i band
because we trust it more than the z band). Comparing our
luminosity densities to those of Cole et al. (2001) or Bell et
al. (2003) (correcting theirs to z ¼ 0:1 usingQ ¼ 1), we find

0:1iðSDSSÞ " 0:0Jð2MASSÞ # 1:22 ;
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Thus, in the optical and infrared colors there is a discrep-
ancy between the luminosity density–weighted colors of
matched galaxies and the color of the luminosity density.
The sense is that the luminosity density is somewhat bluer
than the average galaxy, by 0.35 in 0.1i"0.0J and 0.18 in
0.1i"0.0Ks (this problem is about 0.1 mag worse using the
SDSS z band rather than the SDSS i band). In the Ks band,
the problem is lessened if one uses the results of Kochanek
et al. (2001). The discrepancy cannot be accounted for by
magnitude measurement errors; however, it might be
accounted for by surface brightness incompleteness in
2MASS, as suggested by Bell et al. (2003).

For the 2dFGRS, Norberg et al. (2002) report a luminos-
ity density of jbj ¼ "15:35 absolute magnitudes at z ¼ 0
(integrating the Schechter function for the !0 ¼ 0:3,
!" ¼ 0:7 cosmology in the first line of their Table 2 over all
luminosities). This result is based on extrapolating to z ¼ 0
the luminosities of galaxies whose typical redshifts are
z ¼ 0:05 0:2, using assumptions about the luminosity evo-
lution. Figure 8 of Norberg et al. (2002), which shows the
mean K-correction and evolution correction used in their
analysis, shows that their evolution correction corresponds
closely toQ ¼ 1. Since we find a somewhat different value of
Q ! 2 at these wavelengths and both surveys have similar
median redshifts, the fair comparison of the luminosity den-
sities involves evaluating the luminosity density at around
z ¼ 0:1. For this reason, we evolution-correct their results
back to z ¼ 0:1 by applying Dm ¼ "0:1Q ¼ "0:1. Thus, for
2dFGRS jbj ðz ¼ 0:1Þ ¼ "15:45' 0:1, within 1 ! of our
result in Table 10. Note that if we instead compare our
z ¼ 0 value of the bj luminosity density to theirs, the discrep-
ancy is about 0.2 mag. However, in either comparison the
differences between the SDSS and 2dFGRS luminosity
densities are rather small.

18 The SDSSmagnitudes are AB, while the 2MASSmagnitudes are Vega
relative.

Fig. 15.—Best-fit Schechter function of Blanton et al. (2001), based on
the sample of !10,000 galaxies in sample5 (solid line), and a fit using the
same method to the current sample of !150,000 galaxies in sample10
(dotted line). These two results are in remarkable agreement, showing that
the differences between our results and those of Blanton et al. (2001) are not
due to cosmic variance. The dashed line shows a Schechter fit to the current
sample allowing for luminosity evolution (finding a best fit of Q ¼ 2:06).
When evolution is allowed for, the faint-end slope becomes shallower and
the overall luminosity density decreases. [See the electronic edition of the
Journal for a color version of this figure.]
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THE GLOBAL LUMINOSITY FUNCTION 179

Figure 3. The nearby group and cluster luminosity functions (left) and 1−, 2− and 3−σ error ellipses
for a Schechter function fit to either the full luminosity range (−22 < M < various, near right) or
the range comparable to the field range (−22 < M − 5logh < −17, far right), all fits are to the
solid data points. Local group data: Pritchet and van den Bergh, 1999 (solid); Mateo, 1998 (open),
Local sphere data: Jerjen, Binggeli, Freeman, 2000 (solid); Karachentsev et al., 2002 (open), Virgo
data: Trentham and Hodgkin, 2002 (solid); Fornax data: Ferguson, 1989 + Deady et al., 2002 (solid);
Coma data: Mobasher et al., 2003 (solid); Beijersbergen et al., 2002 (open triangles), Trentham, 1998
(open circles) and Andreon and Culliandre, 2002 (open squares). The solid line shows, in each case,
the optimal Schechter function fit and the luminosity range to which it was fitted. The data point and
errorbars on the far right panels shows the location of the adopted global luminosity function.
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ABSTRACT

We compute the galaxy luminosity function in spectroscopically selected nearby groups and clusters. Our sample comprises 728 systems
extracted from the third release of the Sloan Digital Sky Survey in the redshift range 0.03 < z < 0.06 with virial mass range 1011 M⊙ < Mvir <
2 × 1014 M⊙. To compute the galaxy luminosity function, we apply a statistical background subtraction method following usually adopted
techniques. In the r band, the composite galaxy luminosity function shows a slope α = −1.3 in the bright–end, and an upturn of the slope in the
faint–end, Mr >∼ −18 + 5 log (h), to slopes −1.9 < α < −1.6. We find that this feature is present also in the i, g and z bands, and for all explored
group subsamples, irrespective of the group mass, number of members, integrated color or the presence of a hot intra-cluster gas associated to
X-ray emission.

Key words. methods: statistical – galaxies: clusters: general – galaxies: luminosity function, mass function

1. Introduction

The luminosity function (LF) of galaxies is one of the fun-
damental statistical tools for describing global properties of
galaxy populations. This is important since variations in the
LF in different environments can provide clues to the different
evolutionary processes of galaxies. The LF of galaxies within
groups and clusters of galaxies is then a key property for under-
standing the role of the environment on galaxy formation and
evolution. Differences in the field and cluster galaxy LF, or be-
tween groups with different properties, could provide statistical
indicators of these environmental effects.

The field and cluster galaxy LF have been calculated
with a very good accuracy at the bright–end (brighter than
Mr ∼ −17) in different spectroscopic surveys (Blanton et al.
2005; Madgwick et al. 2002; Norberg et al. 2002; de Lapparent
et al. 2003; De Propris et al. 2003). The study of faint gala-
xies (Mr > −17) is always restricted to small samples given
the difficulties of obtaining redshifts for large number of such
objects. Differences between the field and cluster galaxy LF at
the bright–end may be caused by the interaction of galaxies in
different environments. Ram pressure stripping can inhibit star
formation by exhausting the gas present in galaxies that move
fast in the intergalactic medium of rich clusters. Similarly,
galaxy harassment can produce significant changes in the star
formation rate of galaxies. These effects are not expected to be
important in poor clusters or groups, where the velocity dis-
persion is lower, and instead, effects such as mergers or tidal

interactions can be dominant in these environments. Studies us-
ing semi-analytic galaxies from numerical simulations show a
strong dependence of the LF on environment (González et al.
2005). On the observational side, Croton et al. (2005) find a
significant dependence of the LF on local galaxy density in
the 2dF galaxy redshift survey. Similar results were derived by
Garilli et al. (1999) showing a correlation between the galaxy
LF and cluster density.

A straightforward determination of the galaxy LF faint-end
in galaxy systems requires long observing times to obtain spec-
tra of faint objects in homogeneous samples. Individual analy-
sis of nearby clusters or of the Local Group of galaxies have
been performed (Deady et al. 2002; Mateo 1998; Zucker et al.
2004; Trentham et al. 2005), with the disadvantage of a low
number statistics. On the other hand, statistical methods that
perform a background subtraction offer the possibility of an-
alyzing large faint galaxy samples in clusters. Several previ-
ous studies have made use of this technique (Goto et al. 2002;
Garilli et al. 1999; Paolillo et al. 2001; Popesso et al. 2005;
Valotto et al. 2004). In these works it is detected an excess
of dwarf galaxies in the faint-end of the LF so that a single
Schechter function cannot provide an accurate fit to the data
(Madgwick et al. 2002).

The large scale distribution of matter in the local universe
can give rise to spurious clumps of galaxies when observed in
projection. In fact, Valotto et al. (2001), using a deep mock
catalogue constructed from a numerical simulation of a hierar-
chical universe, showed that a biased steep determination of the
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The luminosity function (LF) of galaxies is one of the fun-
damental statistical tools for describing global properties of
galaxy populations. This is important since variations in the
LF in different environments can provide clues to the different
evolutionary processes of galaxies. The LF of galaxies within
groups and clusters of galaxies is then a key property for under-
standing the role of the environment on galaxy formation and
evolution. Differences in the field and cluster galaxy LF, or be-
tween groups with different properties, could provide statistical
indicators of these environmental effects.

The field and cluster galaxy LF have been calculated
with a very good accuracy at the bright–end (brighter than
Mr ∼ −17) in different spectroscopic surveys (Blanton et al.
2005; Madgwick et al. 2002; Norberg et al. 2002; de Lapparent
et al. 2003; De Propris et al. 2003). The study of faint gala-
xies (Mr > −17) is always restricted to small samples given
the difficulties of obtaining redshifts for large number of such
objects. Differences between the field and cluster galaxy LF at
the bright–end may be caused by the interaction of galaxies in
different environments. Ram pressure stripping can inhibit star
formation by exhausting the gas present in galaxies that move
fast in the intergalactic medium of rich clusters. Similarly,
galaxy harassment can produce significant changes in the star
formation rate of galaxies. These effects are not expected to be
important in poor clusters or groups, where the velocity dis-
persion is lower, and instead, effects such as mergers or tidal

interactions can be dominant in these environments. Studies us-
ing semi-analytic galaxies from numerical simulations show a
strong dependence of the LF on environment (González et al.
2005). On the observational side, Croton et al. (2005) find a
significant dependence of the LF on local galaxy density in
the 2dF galaxy redshift survey. Similar results were derived by
Garilli et al. (1999) showing a correlation between the galaxy
LF and cluster density.

A straightforward determination of the galaxy LF faint-end
in galaxy systems requires long observing times to obtain spec-
tra of faint objects in homogeneous samples. Individual analy-
sis of nearby clusters or of the Local Group of galaxies have
been performed (Deady et al. 2002; Mateo 1998; Zucker et al.
2004; Trentham et al. 2005), with the disadvantage of a low
number statistics. On the other hand, statistical methods that
perform a background subtraction offer the possibility of an-
alyzing large faint galaxy samples in clusters. Several previ-
ous studies have made use of this technique (Goto et al. 2002;
Garilli et al. 1999; Paolillo et al. 2001; Popesso et al. 2005;
Valotto et al. 2004). In these works it is detected an excess
of dwarf galaxies in the faint-end of the LF so that a single
Schechter function cannot provide an accurate fit to the data
(Madgwick et al. 2002).

The large scale distribution of matter in the local universe
can give rise to spurious clumps of galaxies when observed in
projection. In fact, Valotto et al. (2001), using a deep mock
catalogue constructed from a numerical simulation of a hierar-
chical universe, showed that a biased steep determination of the

Article published by EDP Sciences and available at http://www.edpsciences.org/aa or http://dx.doi.org/10.1051/0004-6361:20053277

R. E. González et al.: The faint-end of the galaxy luminosity function in groups 53

Fig. 1. Main properties of the 728 groups of the sample of groups.
Top panels: distribution of virial mass and number of spectroscopic
members. Bottom panels: distribution of dominant galaxy estimator
and integrated color index. Dotted lines represent cuts of the sample
for further analysis.

galaxy in the u and r bands, Lu and Lr respectively, and ob-
taining a global color of the group, according to:

u − r = −2.5 Log
[∑

Lu∑
Lr

]
· (1)

The dominant galaxy estimator is defined by the usual criterion
of the difference between the magnitudes of the brightest and
the third–ranked member of each group, |Mr1 − Mr3|.

Figure 1 shows the distribution of the main properties of
our total sample of 728 groups. The dashed lines correspond to
the different cuts adopted.

3. Background estimation and Luminosity
Function computation

Our study of the galaxy LF is based on a statistical background
subtraction method applied in order to statistically remove the
contribution of foreground and background galaxies in the
fields of MZ05 groups. Local variations in the background
number density of galaxies can be taken into account by using
a local rather a global background, close enough to consider
these local variations, but beyond the group region. Taking into
account these considerations, we derived a local background
using galaxies in a ring 2 h−1 Mpc < Rp < 5 h−1 Mpc centred
in each group. We find that the results of using either local or
global statistical background subtraction methods are consis-
tent with each other within the rms scatter of each magnitude
bin. However, the advantage of a global background relies in
the fact that it can be very stable statistically if derived from a
sufficiently large area. Therefore we adopted this global back-
ground to perform the statistical decontamination in the group
fields. The steps followed to decontaminate the galaxy counts

Table 1. Galaxy LF bright and faint-end Schechter fits parameters
in the five photometric bands within 0.5 h−1 Mpc of group-centric
distance.

Band αbright M∗bright αfaint M∗faint φ∗b/φ
∗
f

u –0.79± 0.06 –17.68± 0.05 –1.12± 0.15 –17.67± 0.4 1.3913

g –1.12± 0.06 –20.10± 0.10 –1.67± 0.03 –21.95± 0.5 11.695

r –1.31± 0.04 –21.42± 0.12 –1.89± 0.04 –21.94± 0.5 11.509

i –1.18± 0.08 –21.50± 0.17 –1.74± 0.03 –21.97± 0.5 6.4023

z –1.14± 0.05 –21.91± 0.15 –1.64± 0.10 –21.85± 0.6 3.8122

are: 1- we selected 4816 random fields within the area cov-
ered by the spectroscopic SDSS DR3. Each field has an angu-
lar radius 8 arcmin so that the total number of fields comprise
∼3.6×106 galaxies in an area of 268.97 square degrees. 2- From
these fields, we constructed a distribution of apparent magni-
tudes binned in 0.25 mag intervals. 3- For each group we sub-
tracted this background distribution normalized to the relative
area of the group region and the background. This procedure
was applied to three regions centred on each group defined by
Rp < 0.3 h−1 Mpc, Rp < 0.5 h−1 Mpc, Rp < 0.7 h−1 Mpc and
0.3 < Rp < 0.7 h−1 Mpc. 4- We summed the excess in the num-
ber of galaxies for each group in each apparent magnitude inter-
val. We assume that the excess galaxies are at the mean group
redshift so that for each group we obtain an absolute magnitude
distribution. 5- We defined different subsamples according to
group properties, as discussed in Sect. 4, and summed the con-
tributions to the galaxy LF of each group of the subsamples. We
have considered an apparent limiting magnitude r = 22.2 cor-
responding to a 95% completeness. At the maximum redshift
of our sample of groups, z < 0.06, this corresponds to an ab-
solute limiting magnitude Mr = −14.25. Absolute magnitudes
were computed using M = m − 25 − 5 log10 (DL), where DL is
the luminosity distance in Mpc. Due to the low redshift of the
sample, K-corrections are negligible.

Since an upturn is observed in the galaxy LF derived we
adopted two different Schechter functions (Schechter 1976) for
the bright and the faint region respectively (see next section for
details):

φ(M)dM = 0.4 ln (10) φ∗ e−X Xα+1 dM

where X = 100.4(M∗−M), the parameter M∗ refers to the charac-
teristic luminosity; α is the faint-end slope indicating the rel-
ative importance of a population of low luminosity galaxies,
and φ∗ is the LF normalization. Using a maximum likelihood
estimator we fit the best Schechter functions in both the bright
and faint region of the LF. In Tables 1 and 2 we show fits for
different subsamples of our data. Errors on these tables cor-
respond to 1σ contours (68% confidence), following Poisson
statistics in the galaxy counts.

4. Analysis and results

We have typically ≃8000−12 000 galaxies per square degree
in each group field, brighter than mr = 22.2, out of which
≃100−4000 are in excess within 0.7 h−1 Mpc with respect
to the mean global background. This allows us to construct
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Fig. 2. r-band composite galaxy LF for the total sample of groups cal-
culated within 0.5 h−1 Mpc from group centres. The solid line corre-
sponds to the best two Schechter function fits obtained from a max-
imum likelyhood estimator with an upturn limit at Mr = −18 (see 2
for parameter values). For comparison we show with an arbitrary nor-
malization Popesso et al. (2005) and Blanton et al. (2005) LF deter-
minations of galaxies in X-ray clusters and in the field, respectively.

in u and z-bands photometric errors are greater and the com-
pleteness limit is ≃0.5 mag brighter, although the upturn in
the z-band is clear. This is consistent with a constant extent
of the bright region of ∼4.5 mag in all bands. In order to ex-
plore a possible dependence of the dwarf galaxy population on
group-centric distance, we consider the counts of galaxies for
each galaxy group in four regions, 0 < Rp < 0.3 h−1 Mpc,
0 < Rp < 0.7 h−1 Mpc, 0.3 < Rp < 0.7 h−1 Mpc. These results
are shown in Fig. 4 and in Table 2 where it can be appreciated
that the faint-end slope is steeper in the outskirts of clusters,
where a larger fraction of star-forming galaxies is expected by
the morphological segregation of galaxies in clusters (Andreon
1996; Domínguez et al. 2002). Although with a lower statisti-
cal significance, bright galaxies are found to be more strongly
concentrated.

4.1. Galaxy LF dependence on group properties

We have explored several subsamples of groups according to
the number of members, and total virial mass. We have also
considered two additional parameters described in Sect. 2, the
group integrated color index and the dominant galaxy contrast
parameter. By studying the galaxy LF in subsamples accord-
ing to different ranges in the number of members, we conclude
that there are no important differences in the results although
we detect that in the richer systems the galaxy LF has a slightly
flatter faint-end slope as we can see in Fig. 5. The results of the
composite LF for groups of different virial mass can be appre-
ciated in Fig. 6 and Table 2 where it can be seen that there are

no substantial differences between high and low group mass,
although here again there is a trend for massive groups to have
a flatter LF faint-end slope. This result is consistent with the
fact that the galaxy LF in groups and in rich, X-ray emitting
clusters are similar.

In order to explore the presence of possible evolution ef-
fects, we have divided the group sample according to both the
group integrated color index and the dominant galaxy estima-
tor using spectroscopic menbers, without imposing no further
restrictions on the other group parameters. By comparing the
results for subsamples defined by extreme values of these pa-
rameters, we aim to find possible differences in the galaxy LF
as a result of evolution in groups. According to our analysis,
no relevant differences are obtained. By inspection to Figs. 8
and 7, and Table 2, it can be appreciated the lack of significant
differences in the global shape of the galaxy luminosity func-
tion regardless of the parameter of the subsample analyzed. The
results indicate that irrespective of the integrated color index,
or the presence of a dominant galaxy, groups have a similar
galaxy LF. Our findings support the existence of a similar large
fraction of dwarf galaxies, regardless of mass, average color, or
dominant galaxy luminosity contrast of the groups.

Finally, we plot in 9 the composite galaxy LF for the sub-
sample of 15 X-ray emitting systems described in Sect. 2. It
can be seen in this figure that irrespective of the presence of
a hot intra-group gas, the galaxy LF faint-end slopes of rich
groups are similar. By inspection to Table 2 it can be ap-
preciated that the faint-end slope α = −1.68 ± 0.10 for the
15 groups coincident with the RASS-SDSS sample is consis-
tent with α = −1.78 ± 0.06 derived for rich groups with more
than 10 members.

5. Conclusions

We provide on firm statistical basis the presence of a steep
faint-end in the galaxy LF in groups and poor clusters, with
small variations according to group properties. The results are
consistent with those obtained in X-ray clusters by Popesso
et al. (2005). The spurious detections of clumps in projection is
an usual disadvantage of statistical background subtraction me-
thods. We argue that this not introduce a signifcant bias when
selecting the centers of the clusters in redshift space.We also
notice that since the groups were selected in redshift space,
they are not likely to be affected by the projection effects ex-
plored in Valotto et al. (2001). Our analysis is complete down
to Mr = −14.25 and thus provide a reliable determination of
the relative fraction of faint objects in galaxy systems. Overall,
the shape of the galaxy LF cannot be described by a single
Schechter function, mainly due to an upturn of the faint-end
slope, occurring at Mr ∼ −18. The observed faint-end slope is
quite steep, α ≃ −1.9 indicating a large fraction of faint ga-
laxies in groups and clusters. This is consistent with Popesso
et al. (2005) results for X-ray clusters providing strong evi-
dence that the upturn is not an exclusive feature of galaxies in a
hot gas environment. Consistent with previous works, we also
find evidence that the characteristic luminosity M∗ is brighter
in groups and clusters than in the field.
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Fig. 2. r-band composite galaxy LF for the total sample of groups cal-
culated within 0.5 h−1 Mpc from group centres. The solid line corre-
sponds to the best two Schechter function fits obtained from a max-
imum likelyhood estimator with an upturn limit at Mr = −18 (see 2
for parameter values). For comparison we show with an arbitrary nor-
malization Popesso et al. (2005) and Blanton et al. (2005) LF deter-
minations of galaxies in X-ray clusters and in the field, respectively.

in u and z-bands photometric errors are greater and the com-
pleteness limit is ≃0.5 mag brighter, although the upturn in
the z-band is clear. This is consistent with a constant extent
of the bright region of ∼4.5 mag in all bands. In order to ex-
plore a possible dependence of the dwarf galaxy population on
group-centric distance, we consider the counts of galaxies for
each galaxy group in four regions, 0 < Rp < 0.3 h−1 Mpc,
0 < Rp < 0.7 h−1 Mpc, 0.3 < Rp < 0.7 h−1 Mpc. These results
are shown in Fig. 4 and in Table 2 where it can be appreciated
that the faint-end slope is steeper in the outskirts of clusters,
where a larger fraction of star-forming galaxies is expected by
the morphological segregation of galaxies in clusters (Andreon
1996; Domínguez et al. 2002). Although with a lower statisti-
cal significance, bright galaxies are found to be more strongly
concentrated.

4.1. Galaxy LF dependence on group properties

We have explored several subsamples of groups according to
the number of members, and total virial mass. We have also
considered two additional parameters described in Sect. 2, the
group integrated color index and the dominant galaxy contrast
parameter. By studying the galaxy LF in subsamples accord-
ing to different ranges in the number of members, we conclude
that there are no important differences in the results although
we detect that in the richer systems the galaxy LF has a slightly
flatter faint-end slope as we can see in Fig. 5. The results of the
composite LF for groups of different virial mass can be appre-
ciated in Fig. 6 and Table 2 where it can be seen that there are

no substantial differences between high and low group mass,
although here again there is a trend for massive groups to have
a flatter LF faint-end slope. This result is consistent with the
fact that the galaxy LF in groups and in rich, X-ray emitting
clusters are similar.

In order to explore the presence of possible evolution ef-
fects, we have divided the group sample according to both the
group integrated color index and the dominant galaxy estima-
tor using spectroscopic menbers, without imposing no further
restrictions on the other group parameters. By comparing the
results for subsamples defined by extreme values of these pa-
rameters, we aim to find possible differences in the galaxy LF
as a result of evolution in groups. According to our analysis,
no relevant differences are obtained. By inspection to Figs. 8
and 7, and Table 2, it can be appreciated the lack of significant
differences in the global shape of the galaxy luminosity func-
tion regardless of the parameter of the subsample analyzed. The
results indicate that irrespective of the integrated color index,
or the presence of a dominant galaxy, groups have a similar
galaxy LF. Our findings support the existence of a similar large
fraction of dwarf galaxies, regardless of mass, average color, or
dominant galaxy luminosity contrast of the groups.

Finally, we plot in 9 the composite galaxy LF for the sub-
sample of 15 X-ray emitting systems described in Sect. 2. It
can be seen in this figure that irrespective of the presence of
a hot intra-group gas, the galaxy LF faint-end slopes of rich
groups are similar. By inspection to Table 2 it can be ap-
preciated that the faint-end slope α = −1.68 ± 0.10 for the
15 groups coincident with the RASS-SDSS sample is consis-
tent with α = −1.78 ± 0.06 derived for rich groups with more
than 10 members.

5. Conclusions

We provide on firm statistical basis the presence of a steep
faint-end in the galaxy LF in groups and poor clusters, with
small variations according to group properties. The results are
consistent with those obtained in X-ray clusters by Popesso
et al. (2005). The spurious detections of clumps in projection is
an usual disadvantage of statistical background subtraction me-
thods. We argue that this not introduce a signifcant bias when
selecting the centers of the clusters in redshift space.We also
notice that since the groups were selected in redshift space,
they are not likely to be affected by the projection effects ex-
plored in Valotto et al. (2001). Our analysis is complete down
to Mr = −14.25 and thus provide a reliable determination of
the relative fraction of faint objects in galaxy systems. Overall,
the shape of the galaxy LF cannot be described by a single
Schechter function, mainly due to an upturn of the faint-end
slope, occurring at Mr ∼ −18. The observed faint-end slope is
quite steep, α ≃ −1.9 indicating a large fraction of faint ga-
laxies in groups and clusters. This is consistent with Popesso
et al. (2005) results for X-ray clusters providing strong evi-
dence that the upturn is not an exclusive feature of galaxies in a
hot gas environment. Consistent with previous works, we also
find evidence that the characteristic luminosity M∗ is brighter
in groups and clusters than in the field.
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Fig. 3. Composite galaxy LF in the u, g, i, z photometric bands calculated for the total group sample within 0.5 h−1 Mpc from group centres.
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Fig. 4. Composite r-band galaxy LF for different group centric dis-
tance ranges.
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Fig. 5. Dependence of the composite galaxy LF, on the number of
group members. It can be appreciated that the faint-end slope is
slightly flatter for groups with more members.
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